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stream computing. Computer Engineering and Applications

Abstract: With the improvement ofdata acquiring ability of high resolution remote sensing satellites and data re-
ceiving ability of the ground receiving stations, the processing load of existed system grows increasingly heavier and
the real-time processing demand becomes more difficult to meet. Focusing on these issues, a new system design
method for quick-view processing of remote sensing satellite data is proposed by using the thought of stream com-
puting. After analyzing the characteristics of quick-view processing data streams, we apply the Storm framework to
the parallel optimization of the existed system, design the topology of stream computing tasks for the remote sensing
satellite data processing, and use Kafka message oriented middleware to improve the mechanism of data exchanging
and data buffering in processing units.In experiments the improved system shows good results in throughput and
reliability.
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